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Section 5.3.3 — Network Infrastructure End-to-End Rerformance Requirements

5.3.3 Network Infrastructure End-to-End Performance Requirements

Section 5.3.3 contains E2E performance requirenfenthe network infrastructure that
supports the IP-based VVolIP. The focus of thisigeds on the network performance aspects.
The requirements for the various APL-approved petslthat make up the network
infrastructure are provided in the respective sestiof this document as follows:

1. The requirements for LAN products (i.e., LAN €pDistribution, and Access switches)
including LAN design guidance are provided in Satt.3.1, Assured Services Local
Area Network Infrastructure.

2.  The requirements for the Network Infrastructoreducts (i.e., DISN Router, DISN
Switch, and DISN Access Elements) are providedectisn 5.5, Network Infrastructure
Product Requirements.

This section is written for converged networks, hos not address the effect of ranked voice on
data and video services, which will be addressedsnbsequent revision of this document. The
network infrastructure E2E performance requirementhis version are focused on voice
applications. Later versions of this section w&ddress video and data E2E performance
requirements. Finally, this section addressesdwNs, but does not address wireless WANS.

5.3.3.1 End-to-End Network I nfrastructure Description

The E2E network infrastructure consists of threvoek segments. The network segments are
the CE, Network Edge, and Core Segmekrigure 5.3.3-1UC E2E VVoIP Network
Infrastructure Segments and Measurement ReferavioésPillustrates a high-level overview of
the three-segment network infrastructure. The €§n&nt is connected to the Core Segment by
the Network Edge Segment. The description of eagment is provided in the following
paragraphs.

533.11 CE Segment

The CE Segment may consist of a LAN, a CAN, or aNMAThe boundary of the CE Segment is
the CE Router. The Network Edge Segment connkeet€E Router to the AR via a DISN SDN.
The CE Router is owned and maintained by the B&/0he CE Segment is considered robust
and the LAN/CAN/MAN characteristics include highnolavidth, diversity, and redundancy.

The CE Segment Quality of Service (QoS) is provipeztiominately by the use of robust
bandwidth. The size of the LAN/CAN/MAN is depentien its ability to meet the performance
requirements defined in the UCR and the solutianternal to a Designated Approval Authority
(DAA)-approved information assurance boundary. i@eguidance and requirements for the
LAN portion of the CE Segment are provided in Seth.3.1, Assured Services Local Area
Network Infrastructure.
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End Insmment U-CEtoYU-AR U-ARto U-AR Short Networ%dge Segments
toU-CE Network Distribution Network Core Segment Direct Collocated Collocated with DISN SDN
Network Edge Segments Segment Measurements Network Distribution Access Via
Measurements Measurements Segment MILDEP
— Intranet/Connect4ioV
GIGEnd-to End: RTS SLA
Measurement Points'lllustrating End-to-End Allocation of Performance Parameters, by Network Segments. There are three Network
Segments, the Edge, Distribution and Core. The Network Edge Segment is the infrastructure on the B/P/C/S which is the MILDEP responsibility.
The Network Distribution Segment is the Infrastructure between the B/P/C/S U-CE and DISN U-AR which is the MILDEP responsibility to
provision to the first DISA network component. For SLA measurement purposes, the U-AR is the measurement point for SLA budget allocation.
The Network Core Segment is the infrastructure of the DISN SDNs and associated Transport which is the responsibility of DISA. The End to End
Service Level Agreement (SLA) for Latency, Packet Loss, Jitter and Availability is allocated and measured between the End Instrumentsand
B/P/C/S U-CE, betweenthe B/P/C/S U-CEs and the DISN U-ARs, and betweenthe DISN U-ARs.

Figure 5.3.3-1. UC E2E VVolIP Network Infrastructure Segments and Measurement
Reference Points

5.3.3.1.2 Network Edge Segment

The Network Edge Segment is measured between ibevilog two demarcation points: the
network side of the CE Router to the access pati@AR. Depending on the specific class of
DISN SDN, the Network Edge Segment may consisewéral configurations. The simplest

configuration, which has an extremely low packdageis encountered when the CE Router and

AR are collocated. In this case, the Network EBggment is a direct, short Ethernet (i.e.,
100BT or 1000BT) connection between the CE Routdram AR.Figure 5.3.3-2High-Level
lllustration of E2E Network Segments, illustratesd-delay and longer-delay Network Edge
Segment configurations.
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. = w— the Physical Route Between U-PE and WAN
o “ _J Core Segment Must Be Considered. Physical
~ P P Access route depends on Class of SDN.

Figure 5.3.3-2. High-Level lllustration of E2E Netvork Segments
5.3.3.1.3 DISN Service Ddlivery Nodes

A DISN SDN is the access point where traffic taffrthe CE Segment (or “customer”) enters
the DISN WAN via the Network Edge Segment. Theeeseveral classes of SDNs depending
on whether the SDN has a M13, Multi-Service Prayigig Platform (MSPP), Provider (P), PE,
and/or AR. The CE Segment CE Router connectset& DN via the Network Edge Segment
using one of three connection options as showidare 5.3.3-2High-Level lllustration of E2E
Network Segments. Each connection option willadtrce different transport delays between
the CE Router and the AR depending on the physmahection string (data path) between the
CE Router and the AR. DISA is responsible forEH8N SDN-to-SDN performance.

5.3.3.14  Network Core Segment

The Network Core Segment provides IP-based trahsporices over a high-speed network
infrastructure and consists of the SDNs and the\DIfansport between the SDNs. The DISN
Transport between the SDNSs typically consists lnfja-speed optical transport network that starts
and terminates at the PE Router. The PE Routersoanected by a series of Provider Routers to
form a reliable and robust IP core network. Tyjycaéhe ARs are subtended to the PE Router via
a high-speed Ethernet connectidfigure 5.3.3-1UC E2E VVoIP Network Infrastructure
Segments and Measurement Reference Points, shews#férent network segments. Due to the
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different types of product deployments, the netwofiastructure may be categorized according to
whether it is deployed in a Deployable environn@rih a Fixed environment. Since the
performance of the network infrastructure is atedby the type of deployment, the network
infrastructure is categorized as F-F, Fixed-to-Dgable (F-D), and Deployable-to-Deployable
(D-D). Fixed-to-Fixed deployments are associatéd F network infrastructure connections
and are provided by terrestrial transport (wire)ioonnections serviced by the DISN. Fixed-to-
Deployable deployments are associated with DepleyabFixed connections where the Fixed
point of presence is the Standardized DeployabteyEoint (STEP)/Teleport, Joint Network
Node (JNN) Regional Hub, the Naval Computer aneéda@hmunications Area Master Station
(NCTAMS), or some other Teleport. This sectionarswonly the Fixed requirements unless
specifically noted otherwise. Deployable-to-Dejalole deployments are associated with D-D
connections and may or may not transit a Fixedtpipresence.

5.3.3.15 Expanded CE Segment: Communities of Interest Networks

Figure 5.3.3-1UC E2E VVoIP Network Infrastructure Segments Mehsurement Reference

Points, addresses the use of MANs or CANSs to citéatiNs or MILDEP Intranets. It must be

noted that an entire MAN or CAN type of arrangenfaiis under the CE Segment of the E2E
network infrastructure. Therefore, the requireraaqtecified for the CE Segment apply to the
entire MAN or CAN arrangement.

5.3.3.2 VVol P Characteristics

The Inelastic Real-Time aggregate service clasggoay is composed of granular service classes
that support applications sensitive to delay. Tretastic Real-Time aggregate service class is
associated with applications that require low lajefalso called One-Way IP Packet Transfer
Delay (IPTD)), jitter (also called IP Packet DeMgriation (IPDV)), and packet loss (also called
One-Way IP Packet Loss Ratio (IPLR)). The trasiozirces in this aggregate service class
category do not have the ability to reduce thansmission rate based on feedback received
from the receiving end. Typically, applicationgtiis service class are configured to negotiate
the setup of a Real Time Protocol (RTP)/UDP sessgsing some type of signaling (i.e., AS-SIP,
H.323, H.248, and so on). When a user or end paistbeen authorized to start a new session,
the admission procedure should verify that the gesimitted data rates are within the

| engineered capacity. The following granular servlasses are classified as Inelagfies:

e Assured Voice

e Non-Assured Voice

e Circuit Emulation

e Short Messages

e Assured Interactive VTC (i.e., DVS)
e Non-Assured Interactive VTC

e Command and Sensor Messages
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5.3.33  General Network Requirements

The primary performance driver for voice products.{SBU and voice components of DVS)
used in the DISN is the E2E voice quality. Theceajuality is calculated E2E from handset to
handset. For voice applications, the measuremedehfor the El is the E-Model as described
in the Telecommunications Industry Association (WIA&B-116-A, which is based on the
International Telecommunications Union — Telecomitation Standardization Sector (ITU-T)
Recommendation G.107. The E-Model uses an R-Featiog that is correlated to the Mean
Opinion Score (MOS) rating. The detailed EI vaiglity calculation requirements are found
in Section 5.3.2.19.2.1, Call Data.

The performance requirements specified in this@eetre network infrastructure related and
include routers, asynchronous transfer mode (ATM)ches, MSPP, and optical interfaces to
ensure that handset-to-handset requirements aievable. The following assumptions were
used in determining the performance requirementsssary to achieve acceptable service:

o |PV4

¢ Wireline Fixed Network (A=0)

e G.711 codec with 20 ms samples (le=0)

e Bearer packet size = 242 bytes

— Calculated for SRTP-encrypted bearer packets
— Includes SRTP Tag and Ethernet Interframe Gap

e Weighted Terminal Coupling Loss (TCLw) = 52 dB &ocordance with
(IAW) ANSI/TIA-810-B)

e Latency due to El (voice to IP and IP to voicey@sms

— Latency due to de-jitter buffer in El is 20 ms
— Includes Packet Loss Concealment delays

53331 Compression

[Conditional] If the product supporting VVolIP uses compressiba,compression approach
shall be reversible.

NOTE: The preferred codec used for E2E F-F voassions is a G.711 Pulse-Code Modulation
(PCM) (Uncompressed) with 20 ms samples. Otheec®dre allowed and a minimum list of
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codecs that must be supported by all Els is foarfSection 5.3.2, Assured Services
Requirements.

53332 Differentiated Services Code Point

[Required] The product shall support the plain text DSCP pé&s shown iTable 5.3.3-1
DSCP Assignments, and the DSCP assignment shatifbieare configurable for the full range
(0-63) to support Deployable deployments that matyuse the following DSCP plan.
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Table 5.3.3-1. DSCP Assignments

AGGREGATED GRANULAR SERVICE PRIORITY/ DSCP DSC DSCP
SERVICE CLASS CLASS PRECEDENCE BASE10 BINARY BASES
Network Signaling
Network Control (OSPF. BGP, etc.) N/A 48 110 000 60
User Signaling
(AS-SIP, H.323, etc.) N/A 40 101 000 50
Short Message FO 32 100 00p 40
FO 41 101 001 51
A dVoi F 43 101 011 53
ssure oice
(Includes SRTCP) ! 45 101101 59
P 47 101 111 57
) ] R 49 110 001 61
Inelastic Real-Time  "Non-Assured Voice* N/A 46 101 110 56
Assured Multimedia FO 33 100 001 41
Conferencing F 35 100 011 43
(voice, video, and data) I 37 100 101 45
39 100 111 47
(code points 34, 36, and 38 are for 51
Non-Assured Multimedia R 110 011 63
Conferencing) [34,36,38]**
Broadcast Video N/A 24 011 000 30
FO 25 011 001 31
F 27 011 011 33
Multimedia Streaming ! 29 011 101 35
P 31 011111 37
26
[28,30]* 011 010 32
FO 17 010 001 21
F 19 010 011 23
Low-Latency Data: I 21 010 101 25
Preferred Elastic (IM, Chat, Presence) P 23 010111 27
18
[20,22] 010 010 22
FO 9 001 001 11
F 11 001 011 13
iah Th h I 13 001 101 15
High Throughput Data P 15 001 111 17
10
R 001 010 12
[12,14]*
OA&M N/A 16 010 000 20
Elastic Best Effort N/A 0 000 000 00
Low Priority Data N/A 8 001 000 10
LEGEND: )
AF Assured Forwarding (P)SPF SFES]R?.P?”E“ Path First
DSCP Differentiated Services Code Point .
EF Expedited Forwarding PHB Per Hop Behavior
R ROUTINE
F FLASH )
FO FLASH OVERRIDE SRTCP Secure Real-Time T'ransport Control Protocol
| INTERMEDIATE VTC \/lFigo Teleconfgrencmg
IS-IS Intermediate System-Intermediate » For a definition see Section A2 — Glossary
OA&M  Operations Adr);inistration and Maintenance ** Code points in brackets are reserved for nonfaonance marking.
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5.3.3.33  WolP Per-Hop Behavior Requirements

[Required] The system routers supporting VVoIP shall suptietfour- queue PHBs, as
defined inTable 5.3.3-2Four-Queue PHB Approach.

NOTE: This assumes that AR and CE Router PHB ¢oatidn occurs to prevent asymmetrical
performance since the routers may be differenterends of the connection. The LSC session
budget must be less than or equal to the equiv@EriRouter bandwidth budget. The CE Router
bandwidth budget per queue must be less than @l égthe AR bandwidth budget per queue.
For example, if the LSC session budget is 10 ve@ssions, then the CE Router bandwidth
budget for the EF queue must be greater than @l égu,100 kbps (10 x 110 kbps). In this
scenario if the CE Router bandwidth budget was 33 to account for expected growth,
surge, or other EF traffic, then the AR bandwidtiistrbe greater than or equal to the CE Router
bandwidth budget.

NOTE: For AF and EF PHBs, refer to Section 5.31&31Per Hop Behavior Support.
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Table 5.3.3-2. Four-Queue PHB Approach

PRIORITY/ DSCP
GRANULAR SERVICE CLASS PRECEDENCE BASE10 QUEUE PHB
Network Signaling
(OSPF, IS-IS, and so on)
(See note below table) N/A 48
User Signaling N/A 40
Short Message FO 32 3 EE
FO 41
F 43
Assured Voice I 45
P 47
R 49
FO 33
F 35
Assured Multimedia Conferencing I 37 2 AF41
P 39
R 51
Broadcast Video N/A 24
Non-Assured Voice* N/A 46
FO 25
Multimedia Streaming F 27
(code points 34, 36, and 38 are for Non-Assured | 29
Multimedia Conferencing) 31
(The Non-Assured code points appear in Queue 1) 26 AE31
[28,30,34,36, 38]**
FO 17
F 19
Low-Latency Data I 21 1
(IM, Chat, Presence) P 23
18
[20,22]**
FO 9
F 11
High Throughput Data ! 13
P 15 AF32
10
[12,14]**
OA&M N/A 16
DefaultBest Effort 0
_e_sior N/A 0 Default
Low Priority N/A 8
LEGEND: OA&M  Operations, Administration, and Maintenance
AF Assured Forwarding OSPF Open Shortest Path First
DSCP Differentiated Services Code Point P PRIORITY
EF Expedited Forwarding PHB Per Hop Behavior
F FLASH R ROUTINE
FO FLASH OVERRIDE SRTCP  Secure Real-Time Transport Control Protocol
| INTERMEDIATE VTC Video Teleconferencing
IS-1S Intermediate System-Intermediate *For a definition see Section A2 — Glossary
** Code points in brackets are reserved for nonfaonance marking.
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NOTE: Many routers have a separate non-configargbeue for network control traffic. If a
router does not have the network control queuenéteork control traffic would be processed
in the EF queue.

[Conditional] The system routers supporting VVolP shall supgieteight-queue PHBs as
defined inTable 5.3.3-3Eight-Queue PHB Approach.

NOTE: This assumes that AR and CE Router PHB doatidn occurs to prevent asymmetrical
performance since the routers may be differenterends of the connection. The LSC call
budget must be equal to the equivalent CE Routedwalth budget. The CE Router bandwidth
budget per queue must be equal to the AR bandwidgdiget per queue. For example, if the LSC
call budget is 10 calls, then the CE Router bantiwibaidget for the EF queue must be equal to
1,100 kbps (10 * 110 kbps). In this scenario & @E Router bandwidth budget was 1400 kbps
to account for expected growth, surge, or othetriffic, then the AR bandwidth must be equal
to the CE Router bandwidth budget.

5.3.3.34  Traffic Conditioning Requirements

NOTE: The definition of traffic engineering is flod in Appendix A, Section A2, Glossary and
Terminology Description.

[Required] All CE Router and/or AR interfaces toward the R&uter shall support traffic
conditioning on an aggregate granular service dass on the input interface.

NOTE: The product shall calculate the bandwidoagted with traffic conditioning in
accordance with RFC 3246, which requires that treug size should account for the layer 3
header (i.e., IP header), but not the layer 2 hegde., Point-to-Point Protocol (PPP), MAC,
and so on) within a margin of error of 10 perceWthen the other queues are not saturated, the
Best Effort traffic may surge beyond its trafficggmeered limit.

[Required] The system routers shall be able to traffic cooliusing IP addresses, VLAN tags,
protocol port numbers, and DSCPs as discriminag&ss, minimum.
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Table 5.3.3-3. Eight-Queue PHB Approach

PRIORITY/ DSCP
GRANULAR SERVICE CLASS PRECEDENCE BASE10 QUEUE CER PHB
Network Signaling
(See note below table) N/A 48 !
User Signaling N/A 40
Short Message FO 32
FO 41 EF
F 43 6
Assured Voice I 45
P 47
R 49
FO 33
F 35
Assured Multimedia Conferencing I 37 5 AF41
P 39
R 51
Broadcast Video N/A 24
Non-Assured Voice* N/A 46
Multimedia FO 25
Streaming F 27 4 AF31
(code points 34, 36, and 38 are for Non- | 29
Assured Multimedia Conferencing) 31
(The Non-Assured code points appear in R 26
Queue 4) [28,30,34,36,38]**
FO 17
F 19
Low-Latency | 21
Data 3 AF21
(IM, Chat, Presence) P 23
18
[20,22]**
FO 9
F 11
. | 13
High Throughput Data 2 AF12
P 15
10
[12,14]*
OA&M N/A 16 1 AF11
DefaulBest Effort N/A 0 0 Default
Low Priority N/A 8
LEGEND: OSPF Open Shortest Path First
AF Assured Forwarding P PRIORITY
DSCP Differentiated Services Code Point PHB Per Hop Behavior
EF Expedited Forwarding R ROUTINE
F FLASH SRTCP  Secure Real-Time Transport Control Protocol
FO FLASH OVERRIDE VTC Video Teleconferencing
| INTERMEDIATE * For a definition see Section A2 — Glossary
IS-1S Intermediate System-Intermediate ** Code points in brackets are reserved for nonfaonance
OA&M  Operations, Administration, and Maintenance marking.
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NOTE: Many routers have a separate non-configargbeue for network control traffic. If a
router does not have the network control queuenéteork control traffic would be processed
in the EF queue.

[Required] All CE Routers and/or AR interfaces toward the Rdtter shall support traffic
conditioning on a granular service class basisheroutput interface.

NOTE: The product shall calculate the bandwidoagted with traffic conditioning in
accordance with RFC 3246, which requires that treugq size should account for the layer 3
header (i.e., IP header) but not the layer 2 hegder, PPP, MAC, and so on) within a margin
of error of 10 percent. When the other queuesarsaturated, the Best Effort traffic may surge
beyond its traffic-engineered limit.

5334 VVolP Latency

Latency is defined in Appendix A, Section A2, Glagsand Terminology Description, and the
term is used interchangeably with the term IPTe ®ne-way latency metric is reported as the
arithmetic mean of several (specified) single measents over a 5-minute period. Corrupt and
lost packets are excluded from the calculatione fietric is reported to 1 ms accuracy, rounded
up, with a minimum value of 1 ms.

[Required] All routers shall be capable of receiving, procegsand transmitting a voice packet
within 2 ms or less in addition to the serializatotelay for voice packets as measured from the
input interface to output interface under congestaatitions, as described in Section
5.3.1.4.1.1, ASLAN Voice Services Latency, to im#wall internal functions. For example, the
serialization delay of a 100BT Interface is 0.015, mhich would allow for a voice latency from
input to Ethernet output under congested conditafr’is017 ms.

NOTE: Internal functions do not include DNS lookwgnd other external actions or processes.

53341 WolP E2E Latency

[Required] The E2E network infrastructure supporting VVollk ensure that the one-way
E2E latency (handset to handset) for F-F locatawes not exceed 220 ms for VVoIP sessions
as averaged over any 5-minute periéigure 5.3.3-3F-F E2E Latency, illustrates the
measurement points for calculating the F-F E2Ehiate

NOTE: The requirement for 220 ms is due to thetirof talk over. This latency may not be
feasible for all scenarios (i.e., Southwest Asi/£), but the requirement as stated is necessary
to avoid talk over for the scenarios that are taasi
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Handset-to-Handset Latency < 220 ms (Intertheater)

4
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o

Network Edge
Segments

Network Edge
Segments

IP End
Instrument

IP End
Instrument

LEGEND:
CE Customer Edge P Internet Protocol ms Millisecond

Figure 5.3.3-3. F-F E2E Latency

53.34.2 WolP CE Latency

[Required] The CE Segment supporting VVoIP shall ensurettitebne-way latency from the

IP handset to the CE Router within the CE Segneelatsis than or equal to 35 ms (or less than or
equal to 44 ms if the CE Router is collocated vaithAR) for VVoIP sessions as averaged over
any5-minute periodFigure 5.3.3-4CE Segment Outbound Latency, illustrates theydela
associated with calculating the CE Segment outbdatedcy. The measurements shall include
the latency associated with the CE Router switching

[Required] The CE Segment supporting VVoIP shall ensurettibne-way latency from the
CE Router to the IP handset within the CE Segneelatsis than or equal to 35 ms (or less than or
equal to 44 ms if the CE Router is collocated vathAR) for VVoIP sessions as averaged over
any 5-minute or periodEigure 5.3.3-5CE Segment Inbound Latency, illustrates the delay
associated with calculating the CE Segment inbdatethcy. The measurements shall include
the latency associated with the CE Router switching

NOTE: This assumes the latency associated witkl¢hgter buffer is 20 ms.
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Figure 5.3.3-4. CE Segment Outbound Latency
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Figure 5.3.3-5. CE Segment Inbound Latency
53343 VVoIP AR-to-AR Latency

[Required] The network infrastructure supporting VVoIP slelkure that the one-way latency
from the AR to the AR across the DISN WAN for F-6des does not exceed 130 ms for VVoIP
sessions as averaged over any 5-minute pefiaglure 5.3.3-6F-F AR-to-AR Latency,

illustrates the measurement points for calculativegF-F AR-to-AR latency. The measurements
shall occur at the AR output ports to the CE Rotdgencorporate the switching delays through
the AR.
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Figure 5.3.3-6. F-F AR-to-AR Latency

5.3.344 \WolP CE Router-to-CE Router Latency

[Required] The DISN Network Infrastructure supporting VVd@Rall ensure that the one-way
latency from the CE Router to the CE Router actios ©ISN Network Infrastructure for F-F
nodes does not exceed 150 ms (or 132 ms if the @HeRis collocated with an AR) for VVolP
as averaged over any 5-minute periéigure 5.3.3-7F-F CE Router-to-CE Router Latency,
illustrates the measurement points for calculativegF-F CE Router-to-CE Router latency. The
measurements shall occur at the router output pottee ARs because the CE Segment

incorporates the switching delay through the CEtBou
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CE Router-to-CE Router Latency < 150 ms

Customer Edge  Aggregation Provider Provider Provider Aggregation Customer Edge
Router Router Edge Router Edge Router Router
Router Router

Note: This is a minimal set of routers. The actual number of routers may be larger.

Legend
ms millisecond

Figure 5.3.3-7. F-F CE Router-to-CE Router Latency
5335 VVolIP Jitter

Jitter is defined in Appendix A, Section A2, Glagsand Terminology Description, and the term
is used interchangeably with the term IPDV. Thiejinumbers specified in this section are
based on the minimum latency jitter model definedlnU-T Recommendation Y.1540,
November 2007. The one-way jitter is defined &38th percentile measurement of the
distribution of singleton jitter (n) measurementgioa 5-minute measurement interval.

53351 WolP End-to-End Jitter

[Required] The E2E network infrastructure supporting VVoliak ensure that the E2E jitter
(handset-to-handset) for F-F locations does na¢ex@0 ms for VVoIP sessions during any 5-
minute period.Figure 5.3.3-8E2E F-F Jitter, illustrates the measurement gdimt calculating
the F-F E2E network jitter.

NOTE: Dynamic de-jitter buffers are allowed, bat these performance measurements are
assumed to be 20 ms.
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E2E Jitter €20 ms

Network Edge
Segments

Network Edge
Segments

LEGEND:
CE Customer Edge Router El End Instrument ms Millisecond
E2E  End-to-End IP Internet Protocol

Figure 5.3.3-8. E2E F-F Jitter

53.352 WOoIP AR-t0-AR Jitter

[Required] The network infrastructure from AR to AR suppogiVVolP shall ensure that the
jitter for F-F nodes do not exceed 10 ms for VVe#3sions during any 5-minute peridelgure
5.3.3-9 F-F AR-t0-AR Jitter, illustrates the measuremaoints for calculating the F-F AR-to-
AR jitter. The measurements shall occur at theoliBput ports to the CE Router to incorporate
the jitter through the AR.
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Figure 5.3.3-9. F-F AR-to-AR Jitter

5.3.3.5.3 Vol P CE Router-to-CE Router Jitter

[Required] The DISN Network Infrastructure Product supportifigolP shall ensure that the
one-way jitter from the CE Router to the CE Rouatenoss the DISN Network Infrastructure for
F-F nodes does not exceed 14 (or 10 ms if the QEeR@s collocated with the AR) for VVolIP
sessions during any 5-minute peridégure 5.3.3-10F-F CE Router-to-CE Router Network
Infrastructure Jitter, illustrates the measurenpenmts for calculating the F-F CE Router-to-CE
Router network infrastructure jitter. The measugata shall occur at the router output ports to
the ARs because the CE Segment incorporates tietfitough the CE Router.
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CE Router-to-CE Router Jitter < 14 ms (Not Collocated)

$ CE Router-to-CE Router Jitter < 10 ms (Collocated) $

Customer Edge  Aggregation Provider Provider Provider Aggregation Customer Edge
Router Router Edge Router Edge Router Router
Router Router

Note: This is a minimal set of routers. The actual number of routers may be larger.

Legend:
CE Customer Edge ms Millisecond

Figure 5.3.3-10. F-F CE Router-to-CE Router Netwdt Infrastructure Jitter
53354 WolP CE Jitter

[Required] The CE Segment supporting VVoIP shall ensurettiebne-way jitter between the
handset and CE Router within the Edge Segmentmmtesxceed 3 ms (or 5 ms if the CE Router
is collocated with an AR) for VVoIP sessions durangy 5-minute period.

5.3.3.6 VVol P Packet Loss

Packet loss is defined in Appendix A, Section ARygsary and Terminology Description, and
the term is used interchangeably with the term IPIARsingle instance of packet loss
measurement is defined as a record of the packebgdhe sender reference point at the
destination reference point. The record is zetbafpacket was received or one if the packet
was not received. A packet is deemed to be lost dne-way latency exceeds a time Tmax,
where Tmax is equal to 3 seconds

5336.1 VWolP E2E Packet Loss

[Required] The E2E network infrastructure supporting VVolak ensure that the E2E IP
packet loss (handset to handset) for F-F locatilmes not exceed 1.0 percent for VVolP
sessions as averaged over any 5-minute pefaglre 5.3.3-11E2E F-F Packet Loss, illustrates
the measurement points for calculating the F-F ga2&ket loss.
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Handset-to-Handset Packet Loss < 1%

Network Edge
Segments

Network Edge
Segments

LEGEND:
CE Customer Edge El End Instrument P Internet Protocol

Figure 5.3.3-11. E2E F-F Packet Loss

[Required] To ensure the previous requirement is met, tHe m&work infrastructure
supporting VVolIP shall be designed and engineesed bne-way E2E packet loss for F-F

locations of O percent for VVoIP sessions as awetaiyer any 5-minute period.

5.3.3.6.2 VVoIP AR-to-AR Packet Loss

[Required] The network infrastructure from AR-to-AR suppogiVVolP shall ensure that the

packet loss for F-F nodes does not exceed 0.3 mei@meVVoIP sessions) as averaged over any

5-minute period.Figure 5.3.3-12F-F AR-to-AR Packet Loss, illustrates the measuanet points
for calculating the F-F AR-to-AR packet loss. Theasurements shall occur at the AR output

ports to the CE Router to incorporate the packss through the AR.
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Figure 5.3.3-12. F-F AR-to-AR Packet Loss

5.3.3.6.3 \WolP CE Router-to-CE Router Packet Loss

[Required] The DISN Network Infrastructure supporting VVdaRall ensure that the one-way
packet loss from the CE Router to the CE Routersacthe DISN Network Infrastructure for F-F
nodes does not exceed 0.8 percent (or 0.3 perfdiiet CE Routers are collocated with the ARS)
for VVolIP sessions as averaged over any 5-minutegeFigure 5.3.3-13F-F CE Router-to-

CE Router Network Infrastructure Packet Loss, illates the measurement points for calculating
the F-F CE Router-to-CE Router packet loss. Thasmements shall occur at the router output
ports to the ARs because the CE Segment incorpotfagegpacket loss through the CE Router.

NOTE: This assumes the packet loss between acatdid CE Router and AR is 0.01 percent or
less.
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CE Router-to-CE Router Packet Loss < 0.8% (Not Collocated)

1 CE Router-to-CE Router Packet Loss € 0.3% (Collocated) 1
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Router Router Edge Router Edge Router Router
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Note: This is a minimal set of routers. The actual number of routers may be larger.

Legend:
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Figure 5.3.3-13. F-F CE Router-to-CE Router Netwd Infrastructure
Packet Loss

53364 WolP CE Packet Loss
[Required] The CE Segment supporting VVoIP shall ensurettiabne-way packet loss
between the handset and CE Router does not exd@gg€rcent for VVoIP sessions as

averaged over any 5-minute period.

5.3.3.7 Performance Objectives for other GI G Applications

This section provides Service Level Agreement (Sp&jformance objectives for GIG
applications (other than VVolP) that could be adfitas Assured Service$hese applications
include IM, CHAT, XMPP, DOD “Organizational” Messag such as DMS, and GIG C2 suite
applications such as GCSS/JC2, NCES and NECC.

Table 5.3.3-4 shows recommended Performance Olmsdidr these data applications.
Performance Objectives are listed in a manner aiml Sections 5.3.3.4 — 5.3.3.6 for VVolIP
where performance budgets are shown for End-tofEA&), ASLAN and Core.

GIG C2 applications include a representative mfrapplication components that exhibit
sufficiently different performance attributes amshsitivities, which are listed separatelyis
acknowledged that the NECC program no longer exidswvever, applications similar to the
NECC component applications may eventually be naiegl into other evolving GIG C2 suites
such as GCSS/JC2 or NCES.

A more detailed description of many of these ajplonn components can be foundReference
[1] or sources related to the specific C2 program.
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Table 5.3.3-4. SLA Performance Objectives for otheGG1G Applications

AGGREGATE GRANULAR IP PACKET TRANSFER IP DELAY VARIATION IP PACKET LOSS RATIO
GIG SERVICE SERVICE DELAY (IPTD) (IPDV) (IPLR)
APPLICATION [1] CLASS [2] CLASS [2] (milliseconds) [2] (milliseconds) [2] (%) [2]
EI-El | CE[4] | AR-AR | EI-El | CEJ4] | AR-AR EI-El CE[4] | AR-AR
Preferred
IM/CHAT/XMPP Elastic Low latency Data 200 50 100 0.5 0.4 0.05
DoD Email Preferred High Throughput
(SMTP/POP3) Elastic Data 200 50 100 0.2 0.16 0.02
GCCS Client-
Server Web Preferred
Apps/Services Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NCES - App
Sharing/Broadcast | Real Time Broadcast Video 1000 50 900 0.1 0.08 0.01
Preferred
NCES - Presence | Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NCES - Preferred
Whiteboarding Elastic TBD [3] 1000 50 900 0.5 0.4 0.05
NCES
Collaboration - Preferred
Signaling, Text Elastic TBD [3] 1000 50 900 0.5 0.4 0.05
NCES Multi-media
Collaboration - Conferencing
Video Real Time (Video) 220 [5] [5] 20 [5] [5] 1 [5] [5]
NCES
Collaboration -
Voice Real Time Voice 220 [5] [5] 20 [5] [5] 1 [5] [5]
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AGGREGATE GRANULAR IP PACKET TRANSFER IP DELAY VARIATION IP PACKET LOSS RATIO
GIG SERVICE SERVICE DELAY (IPTD) (IPDV) (IPLR)
APPLICATION1] | CLASS [2] CLASS [2] (milliseconds) [2] (milliseconds) [2] (%) [2]
EI-El | CEJ4] | AR-AR | EI-El | CET4] | AR-AR EI-El CE[4] | AR-AR

NCES Content
Discovery/Delivery | Preferred
Service Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NCES M2M
Messaging Preferred
Service Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NCES Mediation Preferred
Service Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NCES Metadata Preferred
Discovery Service | Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NCES Service Preferred
Discovery Service | Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NCES Virtual Preferred
Spaces Elastic Low latency Data 200 50 100 0.5 0.4 0.05

Preferred
NCES Web Portal | Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NECC Alerting Preferred
Service Elastic TBD [3] 1000 50 900 0.5 0.4 0.05
NECC C2
Messaging Preferred
Service Elastic Low latency Data 200 50 100 0.5 0.4 0.05
NECC Data
Interface Manager | Preferred High Throughput
Service Elastic Data 200 50 100 0.2 0.16 0.02
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AGGREGATE GRANULAR IP PACKET TRANSFER IP DELAY VARIATION IP PACKET LOSS RATIO
GIG SERVICE SERVICE DELAY (IPTD) (IPDV) (IPLR)
APPLICATION1] | CLASS [2] CLASS [2] (milliseconds) [2] (milliseconds) [2] (%) [2]
EI-El | CEJ4] | AR-AR | EI-El | CEJ4] | AR-AR | EI-EI | CE[4] | AR-AR
NECC Force
Structure Data Preferred
Service Elastic TBD [3] 1000 50 900 0.5 0.4 0.05
NECC Roles and
Permission Preferred
Service Elastic TBD [3] 1000 50 900 0.5 0.4 0.05
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5.3.3.87 Internet Protocol Version 6

[Required] The network infrastructure products supportingoW¥’ shall accept, route, and
process IPv6 protocol traffic while providing parib 1Pv4.

NOTE: The goal of this requirement is to permiplagations and data owners to complete
operational transition to IPv6 with at least thensdunctionality as currently found in IPv4.

NOTE: The IPv6 requirements are found in Secti@% IPv6 Requirements.
It is assumed that:

1. The serialization and switching delay increasesociated with larger IPv6 packets in
comparison to IPv4 packets is insignificant.

2. The latency calculations are the same for IldlIRv6 implementations.

3. Anyimprovements in the router processing sphegto the simplified IPv6 header will be
ignored.

5.3.3.98 VVolP Network I nfrastructure Network Management

The VVoIP Network Infrastructure NM requiremente &und in Section 5.3.2.17, Management
of Network Appliances.

5.3.3.109 System-Level Quality Factors

5.3.3.109.1 End-to-End Availability

The definition of availability, found in the Telalia Technologies GR-512-CORE, Section 12, is
the basis for the E2E VVoIP network reliability hd following paragraphs outline the
availability requirements for the VVoIP network.

Figure 5.3.3-14F-F Network Infrastructure Availability, illusti@s the measurement points for
calculating the F-F network availability.

[Required] The availability for the handset-to-handset nekwofrastructure between F-F
locations serving VVoIP users with ROUTINE prececkeshall be 99.56 percent or greater; for
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I/P users, 99.95 percent and FO/F users 99.96 mevcgreater to include scheduled
maintenance.

[Required] The availability for the network infrastructuretn the F-F from AR to AR shall
be 99.998 percent or greater to include schedubsdtenance.

[Required] The availability for the Network infrastructuratkun the F-F from CE Router to CE

Router shall be 99.96 percent or greater to inchaeduled maintenance.

99.96% (FO/F)
99.95% (I/P)
99.56% (Other)

@98% (FOIF) 99.998% 99.998% (%

99.996% (I/P) 99.9?6% /P)
99.80% (Other) 99.8% (Other)

Customer

Edge Network Network Network Customer Y, _
) Edge =
o Segment SeE?\g:nt Core Sgdrgn?ent Segn%ent m
End 9 Segment g IP

nstrument

DISN SDN and Transport
99.96%

Figure 5.3.3-14. F-F Network Infrastructure Availability

[Required] The availability to include scheduled maintenafocehe network infrastructure
within a Customer Edge Segment, which includes ASlakhd EBC shall be 99.998 percent or

greater for FO/F users, 99.996 percent or greatdf® users, and 99.8 percent or greater for
other users.

NOTE: The availability calculations will be baseul best practices because there appears to be

no standardized model for calculating IP networ&ilability.
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5.3.3.109.2 Availability Design Factors

[Required] The E2E network infrastructure supporting VVoEers with precedence above
ROUTINE shall have no single point of failure telinde power sources and NM.

[Required] The National Military Command Center (and Altdg)acombatant commanders, or
Component headquarters shall not be isolated lahgar30 minutes because of an outage in the
Core Segment of the network.

[Required] In the event of an E2E network infrastructure poment failure in a network
supporting VVoIP users with precedence above ROWETINI sessions that are active shall not
be disrupted (i.e., loss of existing connectiorureng redialing) and a path through the network
shall be restored within 5 seconds.

[Required] If the Edge Segment has at least two separaessconnections, then the VVolP
traffic shall only use one access connection aha to prevent asymmetric routing.

NOTE: Data traffic may use the alternate connectio

[Required] No segment of the E2E network infrastructure sl split cost metric routing for
VVoIP traffic.

NOTE: Split cost metric routing is a techniquedise provide survivability by sending packets
associated with a session across multiple patosigirthe network infrastructure. This
technique often introduces unacceptable jitter.

[Required] All network infrastructure products supporting ¥ users with precedence above
ROUTINE shall have 8 hours of backup power.

NOTE: This requirement does not address ASLAN bpgkower requirements, which are
addressed in Section 5.3.1, ASLAN Infrastructureddct Requirements.

[Conditional] If the Edge Segment supports users with precedabove ROUTINE, then the
Edge Segment shall have two separate access camsettiat shall be provisioned on physically
diverse paths via two different ARs. Dual homiaghysically or logically diverse in
accordance with the DISN subscription rates.

[Conditional] If the Edge Segment has at least two separagssconnections and supports
users with precedence above ROUTINE, then eachection will be traffic engineered to
support 100 percent, which includes the 25 perserge requirement of the VVoIP traffic load.
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[Conditional] If the Edge Segment supports users with precedabove ROUTINE and the
CE Router is collocated with an SDN containing laust MSPP, then a separate access
connection to another robust SDN shall be usedefdundancy.

5.3.3.109.3 Product Quality Factors

[Required] End-to-end network infrastructure products suppgVVolP users with
precedence above ROUTINE shall support a protdatldllows for dynamic rerouting of IP
packets to eliminate any single points of failuréhe network.

[Required] All network infrastructure products supporting ¥¥ users with precedence above
ROUTINE used to meet the reliability requiremeritalsbe capable of handling the entire
session processing load in the event that its eppatt product fails.

[Required] All network infrastructure products supporting ¥ that implement Multiprotocol
Label Switching (MPLS) shall have a Fast Re-RoE®K) capability that restores paths around
a local failure (i.e., a failure involving a singieuter or circuit) within 50 ms.

[Required] Network infrastructure routers shall only enagitshovers based on a reduction in
access network throughput or bandwidth with NM Iheshooting procedures, because the
routers cannot determine where or what in the acifesonnection is the cause of the reduction.

[Conditional] If the network infrastructure supports users \itecedence above ROUTINE,
then the network infrastructure routers shall pdevan availability of 99.999 percent to include
scheduled maintenance.

NOTE: The availability calculations will be basewl best practices because there appears to be
no standardized model for calculating router awdlity. In addition, the network infrastructure
router availability requirements may be met throtlghuse of dual homing and other routing
techniques, or the use of high-availability rout@.g., 99.999 routers).

[Conditional] If the Edge Segment has at least two separaessaconnections and the CE
Router detects an access connection failure, thR@Eer shall switch to the alternate or backup
access connection.

NOTE: The detection of the access connectionraifnay occur either by a T1 or SONET level
alarm (level 2), or by a loss of router HELLO statnessages (level 3).
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[Conditional] If the CE Router has at least two separate acmssections (i.e., dual homed)

and detects an access connection failure, the G@iEeRshall switch to the alternate or backup
access connection using an automatic process atichehrequire operator actions.

NOTE: When the switchover occurs, VVoIP sessiongrogress may be lost, and new sessions
may not be able to be established until the IPimguipdates have taken place. This may take 10
seconds or more and is dependent on the routingqmiostandard update interval.

[Conditional] If the Edge Segment has at least two access ctong to provide redundancy,

then the network administrators shall switch VVai#ffic between access connections at least
weekly to verify that the alternate circuit or pa&ltworking properly.

5.3.3.110 Design and Construction
5.3.3.110.1 Materials
5.3.3.116.1.1  Layer 1 — Physical Layer

[Required] All F-F network infrastructure network connectosupporting VVolIP shall have a
bandwidth of T1 (1.544 Mbps) or greater.

5.3.3.116.1.2  Layer 2 — Data Link Layer

[Required] The E2E network infrastructure (excluding sessinginators) supporting VVolP
sessions shall use the media default Maximum Trassom Unit (MTU). The media default
MTU for Ethernet is 1500 bytes.

[Required] The E2E network infrastructure supporting VVo#3sions shall permit packet
fragmentation.

NOTE: Packet fragmentation allows packets to bgrfrented, instead of discarded, if the path
MTU is less than the MTU size of the packet trangithe path. This requirement is associated
primarily with signaling and NM packets, because learer packets are smaller than the MTU.

[Conditional] If the unclassified Edge System product suppgiivolP uses an Ethernet
interface for connecting to the LAN, then its NICTM size shall be set to 1400 bytes. The use
of the MTU as specified will allow for overhead assted with encryptors or virtual private
networks (VPNs) without causing packet fragmentatio

[Conditional] If the classified Edge System product supportiv@IP uses an Ethernet
interface for connecting to the LAN, then its NICTM size shall be set to 1280 bytes. The use
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of the MTU as specified will allow for overhead assted with encryptors or VPNs without
causing packet fragmentation.

[Required] All E2E network infrastructure network connecsaronsisting of Ethernet
connections that support VVolIP shall be switchddduplex connections.

[Required] All E2E network infrastructure product Etherngtierfaces shall support auto-
negotiation as described in the IEEE 802.3 seffistandards.

[Required] All E2E network system network links consistirfgethernet connections that
support VVolP shall not exceed IEEE recommendethdces for Ethernet cabling as shown in
Table 5.3.345, IEEE Recommended Distances for Ethernet Cabling.

NOTE: The use of repeaters may extend the dissance

Table 5.3.345. IEEE Recommended Distances for Ethernet Cabling

1000BASE-T
10BASE-T 100BASE-T GIGABIT
ETHERNET FAST ETHERNET ETHERNET

CAT5, 6 UTP, 330 ft 330 ft 330 ft
CAT5e 100 m 100 m 100 m
Multi-mode Fiber 6600 ft 6600 ft 1830 ft

2 km 2 km 550 m
Single-mode Fiber 15 mi 12 mi 3 mi

25 km 20 km 5 km
NOTE: All distances are for full-duplex communicaus. In addition, it is understood that 10GBASEs BN
acceptable alternative, but the variety of cablind distances are beyond the scope of this table.
EiSeEND. Baseband km Kilometer mi Mile
f(.t?AT l(:Zc(;;\(t;ts-gory m Meter UTP Unshielded Twisted Pair

5.3.3.1212 Provisioning

The bandwidth required per supported voice sessicime Ethernet network infrastructure is
220 kbps (110 kbps each direction). This is base6.711 (20 ms) with IP overhead (105 kbps)
associated with the Ethernet Interframe Gap andiskeof SRTP to secure the voice bearer. In
addition, it includes the overhead associated thiéhSecure Real-Time Transport Control
Protocol (SRTCP) (5 kbps), which is used for prowjdvoice performance statistics for the
voice bearer. Since no assumption can be made albe@ther the traffic is IPv4 or IPv6, the
scenario resulting in the higher bandwidth is useso6).

[Required] The E2E Network Infrastructure supporting VVohak assume the use of G.711
(20 ms) for calculating bandwidth budgets withia flxed network even if compressed codecs
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are used. For example, if G.729 is used for an\A/®IP session, then the budget for the fixed
portion of the network will still allocate 110 kbpsthat session even though the session uses
less bandwidth.

[Required] The Access connections supporting VVolP shakmgineered to support one
WAN (trunk) voice session (110 kbps of IP bandwititleach direction) for every four Els
within the Edge Segment (NOTE: The 4/1 ratio deasinclude surge) or shall be traffic
engineered in accordance with the following appioac

1. Determine the busy hour traffic load in Erlafrgen current traffic pattern, matrix, or call
volume using the following formula and use the Egl® table to determine the number of

connections/size of connection required to supihertraffic load.

Busy Hour Offered Load = Total Call Time for the®uHour in Seconds/10
(averaged over the 10 busiest hours of the year)

Busy Hour Erlang = Busy Hour Offered Load in SesiBE00

2. Calculate the Access Connection bandwidth requeint based on the following
assumptions:

Assumptions:

Call Arrival Distribution = Poisson

Codec Type = (G.711 (coding rate: 64000 bits/sec)
Frame size = 20 ms interval time (0.020 sec)
Samples/Packet = 80 samples per packet
Frames/Packet = 1

Frames/Second = 50

Frame Size/Packet = 160 bytes

Ethernet Interframe Gap = 12 bytes

SRTP Authentication Tag = 4 bytes

Frames/Erlang = 50

Packets/Second/Erlang = 50

Packet Size (for Ethernet) = 262 bytes (assumes)IPv

Access Bandwidth Formula = Busy Hour Erlang B tlR Size *
Packets/Second/Erlang B* 8 bits/byte

For example, if the Busy Hour Erlang B equals B&ntthe access bandwidth
should be 25*262*50*8 = 2,620,000 bits per secduk] or 2.6 Mbps.
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[Required] A B/P/C/S shall not reduce the number of simtars Access Connection (trunk)
subscriptions to the DISN when they migrate fromM® IP unless traffic engineering is
completed in accordance with the preceding requergm

NOTE: For instance, if the existing B/P/C/S sulimmt for 100 simultaneous DSOs to the DISN
with their TDM architecture, but the engineeredstdfution only requires 90 multiplied by (*)
110 kbps of bandwidth, then the B/P/C/S design raugport 100 multiplied by (*) 110 kbps of
bandwidth to meet this requirement.

[Required] The E2E Network Infrastructure design shall pdeyiat a minimum, a 25 percent
increase in network capacity (i.e., throughput anchber of sessions) above the current
employed network capacity at all tandem switcheBSB| MFSSs, and critical dual-homed EO
switches and LSCs.

[Required] The long-haul portion of the network infrastruetshall be able to support a
regional crisis in one theater, yet retain the swrgpability to respond to a regional crisis
occurring nearly simultaneously in another theater.

5.3.3.132 Interchangeability

[Required] All Edge System routers supporting VVoIP shapmort, as a minimum, the
following routing protocols and methods:

1. Static Routing Static routing is a manual method for deterngrtime path that traffic
should take upon egress from a router. It is oathod for interfacing between the CE
Router and the AR, and typically is associated sitigle-homed Edge Segments.

2. BGP-4 The BGP-4 is a protocol for exchanging routinfpimation between gateway
hosts (each with its own router) in a network afoaemous systems and is described in
RFCs 4271 and 1772. Itis a second method forfatimg between the CE Router and the
AR and typically is associated with dual-homed E8ggments.

3. Intermediate System-to-Intermediate Systemoem{(1S-1S) The IS-IS is an OSI
protocol by which intermediate systems exchangémgunformation. This protocol is not
intended to be used as the protocol to interfadked®Rs.

OR

OSPE The OSPF is an interior gateway protocol usewtite IP packets within a routing
domain. The OSPF version 2 for IPv4 is descrilmeldfFC 2328. Updates to OSPF for
IPv6 are described in RFC 5340.
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NOTE: The IPv6 requirements for BGP-4 are spetiiieSection 5.3.5, IPv6 Requirements.
5.3.3.143 Voice Grade of Service

The GOS is defined in Appendix A, Section A2, Gargsand Terminology Description. In
addition, the voice and video (VVolIP only) GOS eadculated independently since the budgets
associated with each are independent.

[Required] The E2E network infrastructure shall provide@Sof P.00 (i.e., zero sessions out
of 100 will be “blocked” during the “busy hour”) fé-LASH and FLASH OVERRIDE voice
and video (VVolIP only) sessions. This is alsonef@ to as nonblocking service.

[Required] The E2E network infrastructure shall provide aS>@ P.02 (i.e., two sessions out
of 100 will be blocked during the busy hour) an@1R respectively, during a 100 percent
increase above normal precedence usage for PRIORIMGYMMEDIATE voice and video
(VVoIP only) sessions at a minimum.

[Required] The E2E network infrastructure supporting VVolal provide a peacetime theater
GOS of P.07 (i.e., seven voice sessions out ofwliD®e blocked during the busy hour) or
better, and an intertheater GOS of P.09 or bettemeasured during normal business hours of
the theaters for ROUTINE precedence voice and v{i&mIP only) sessions traversing the
network from an EO or LSC El and/or GEI.

[Required] The CE Segment supporting VVoIP shall provide@S®etween the EO and any

PBX users or between an LSC and its subtended h&@Glb not exceed an additional blockage
of P.02 for voice or video (VVoIP video only) sesss.

5.3.3.154 VVolP Network I nfrastructure Survivability
The following requirements contribute to the sualility of the VVolIP system:

[Required] No more than 15 percent of the B/P/C/Ss shall textdd by an outage in the
network.

5.3.3.165 Voice Service Quality

[Required] Because intelligibility of voice communicatiorssdritical to C2, the voice service
quality rating, on at least 95 percent of the vaessions, will have a MOS in accordance with
the following scenarios:

e Fixed to Fixed — 4.0
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¢ Fixed to Deployable — 3.6
e Deployable to Deployable — 3.2

[Required] The method used for obtaining the MOS shall beceordance with the DoD
Information Technology Standards Registry (DISR).

NOTE: The current method used is the E-Model 6t $cenarios and P.862 for Deployable
scenarios.

5.3.3.176 Performance Quality Monitoring and Measurement

To measure and monitor the quality of the voiceiser the MILDEP will need to acquire a
performance measurement tool (PMT). The architeassociated with the E2E NM and
monitoring of the quality of the voice service essdribed in Section 5.3.2.17, Management of
Network Appliances. The requirements for the PNE defined as follows:

1. [Required: PMT] The product shall convert network metrics to Rtbaderived MOS
based on ITU G.107 E-model for IP voice for useMeen Fixed Edge sites.

2. [Required: PMT] The product shall convert network metrics to a$Mactor based on
the ITU-T Recommendation P.862, Perceptual Evalnaif Speech Quality (PESQ) for IP
voice between Deployable Edge sites, or Fixed agpld@yable Edge sites.

3. [Required: PMT] The product shall convert network metrics foviéeo performance to
the quality metric described in ITU G.1070.

4. [Required: PMT] The product shall provide network metrics foradpérformance for
HyperText Transfer Protocol (HTTP) and TCP appiars to include latency, packet loss,
and jitter in accordance with the standards fariay, packet loss, and jitter referenced in
this section.

5. [Required: PMT] The product shall report substandard IP-voicelBrddeo
performance via SNMP Version 3 (SNMPVv3) traps @mabe-to-probe basis based on a

configurable threshold.

6. [Required: PMT] The product shall integrate with the existing BNISperational
Support System (OSS).

7. [Required: PMT] The product shall comply with the applicable S3&hd Checklists.

8. [Required: PMT] The product shall employ a probe to measure E2tbpnance.
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11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.
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[Required: PMT] The system probe shall support a minimum of t&1Q20/1000-Mbps
Ethernet Network Interface Cards (NICs): One f&«&W and the other for test traffic.

[Required: PMT] The product components (i.e., probe, databasmrpence
measurement application, and data server) shglastipemote and local configuration.

[Required: PMT] The product components (i.e., probe, databastmrpence
measurement application, and data server) shalhréte last settings in the absence of
power.

[Required: PMT] The system probe either shall push or pull datadata collection
server.

[Required: PMT] The system probe shall generate voice over IP1G- 20 ms) test
sessions.

[Required: PMT] The system probe shall generate Video over IRG81384 kbps, 30
Frames per Second fps) test sessions.

[Required: PMT] The system probe shall generate HTTP and TCRéssions.

[Required: PMT] The system probes shall be capable of markingeatsst streams with
user-configurable DSCP values as specified in Tal#e3-1, DSCP Assignments.

[Required: PMT] The system probes shall be capable of operatiagtive and passive
modes.

[Required: PMT] The product data server shall support a minimétwo 10/100-Mbps
Ethernet NICs.

[Required: PMT] The product data server shall be capable ofrmuffrobe data at user-
defined intervals, or accepting data pushed bygsollhe interval shall be configurable
from 1 to 10 minutes.

[Required: PMT] The product database shall be designed to retesryear’s worth of
performance data based on a vendor-calculatedatypiplementation.

[Required: PMT] The product database shall be able to expopenf®rmance data.

[Required: PMT] If the product has a system performance measuneapglication, it
shall be equipped with a minimum of a single Etkéd0/100/1000-Mbps interface.
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23.

24,

25.

26.

27.

[Required: PMT] The product shall have a graphical user inter{&dél) that is capable
of displaying media performance measurements fgasd probes on user-defined
intervals. The default shall be a 5-minute intérva

[Required: PMT] The product shall have the ability to graphicaligplay substandard
media performance received from the probes.

[Required: PMT] The product shall be capable of exporting medidopmance
measurements to higher level OSSs.

[Required: PMT] The product shall be capable of triggering Suitiad Performance
Fault Isolation (SPFI) activity when substandardgrenance is detected.

NOTE: The SPFI activity includes automated sertpat will isolate the cause of the
substandard performance to one or more specifigarktsegments as described in the
following requirement.

[Required: PMT] The product shall be capable of isolating theseés) of substandard
performance to a specific location or site.
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